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Abstract
UIST researchers develop tools to address user challenges. However,
user interactions with AI evolve over time through learning, adap-
tation, and repurposing—making one-time evaluations insufficient.
Capturing these dynamics requires longer-term studies, but chal-
lenges in deployment, evaluation design, and data collection have
made such longitudinal research difficult to implement. Our work-
shop aims to tackle these challenges and prepare researchers with
practical strategies for longitudinal studies. The workshop includes
a keynote, panel discussions, and interactive breakout groups for
discussion and hands-on protocol design and tool prototyping ses-
sions. We seek to foster a community around longitudinal system
research and promote it as a more embraced method for designing,
building, and evaluating UIST tools.
� : https://longitudinal-workshop.github.io/
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1 Workshop Motivation and Goal
UIST researchers have been developing tools to address user chal-
lenges. Recent advances in AI foundation models have made this
even easier—capabilities in code generation, synthesis, and accessi-
ble APIs have significantly lowered the cost and barriers to turning
ideas into functional AI prototypes and deploying them quickly.

At the same time, the way users interact with AI tools is evolv-
ing rapidly. People’s knowledge, attitudes, and behaviors around
AI shift as they gain experience over time—through trial and er-
ror, social learning, and by customizing or repurposing tools. This
makes user interactions more complex and harder to measure us-
ing traditional short-term evaluations. As new opportunities and
complexities emerge from both the system and user sides, one fixed
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system or one-time evaluation is no longer sufficient to capture
evolving practices. There is a clear need to rethink how we study
interaction and to examine these dynamics with greater fidelity.

Longitudinal studies are uniquely timely and necessary, as they
offer deep insights and directly address these shifts. AI tools partic-
ularly benefit from such studies due to their dynamic nature and the
ease with which they can be updated. New interaction mechanisms
can also be discovered through richer user data.

Many UIST papers now focus on technical evaluations or iso-
lated user studies as forms of evaluation. While these approaches
are effective for assessing tools in single-session contexts, they
may overlook real-world implications and the evolving nature of
user interactions with these tools [22]. Longitudinal studies allow
researchers to go beyond initial proof-of-concept work and under-
stand how the tools perform over time in real-world conditions [11].
This creates a stronger foundation for both technical contributions
and industry relevance—offering deeper insights into usability, ap-
propriation, sustained use, and workflow integration.

Specifically, longitudinal interaction studies allow researchers to
better understand how users’ experiences and perceptions with AI
tools evolve over time, generating rich interaction data that helps
build more effective, trusted, and user-aligned systems [8, 22, 31,
47, 50]. For instance, such studies enable the analysis of several key
aspects of technology adoption and long-term use, offering a more
accurate understanding of real-world impact and behavioral change.
It captures (i) novelty and placebo effects, where initial excitement
or belief in the tools may skew perceptions before stabilizing [13,
14, 16, 35–37, 41]; tracks (ii) learning phases as users explore and
build mental models of the system [2, 4, 10, 26, 33, 38]; examines
(iii) customization and personalization, as users tailor tools to their
needs and behaviors [17, 27, 44]; investigates (iv) appropriation,
where users repurpose tools for unintended tasks [3, 5, 6, 15, 28, 32];
and observes (v) shifts in usage patterns, such as evolving user
behaviors around tool features, including practices like multiuser
collaboration and the use of different types of memory within
agentic AI systems. [20, 21, 23, 29, 30, 45, 48]. It considers (vi) shifts
in perception and capability, including how users’ views of the
task and system evolve, along with their changing mental models
and skill levels [7, 9, 10, 12, 18, 24, 34]. Finally, it explores (vii)
(un)sustained use and workflow integration, as users either adopt,
partially adopt, or abandon the tool, and potentially change or
integrate it into broader daily workflows [19, 22, 40, 46, 49].

All these aspects demonstrate how longitudinal studies provide
deeper, more comprehensive insights into developing emerging
technologies and novel interactions, aligning with UIST’s focus
while connecting to industry perspectives. This moment—when AI
tool development and user evolution are rapidly accelerating—is
ideal for the UIST community to invest in longitudinal methods
that bridge strong proof-of-concept prototypes with real-world,
sustained deployment.

Despite these benefits, researchers often face significant chal-
lenges in implementing longitudinal studies [25]. The complexities
associated with long-term tool deployment and evaluation—such
as system bug fixes, recruitment, retention , protocol and metric
selection, and the ability to study interactions without constant
observation—have hindered deeper exploration of the longitudinal
interaction between users and tools [1, 25, 39, 42, 43].

Therefore, our workshop aims to foster discussion that facilitates
longitudinal research in HCI and UIST, with three specific goals:
(1) Identify existing challenges in conducting longitudinal

UIST research and propose solutions. Longitudinal research
in UIST is full of potential—but also fraught with practical,
methodological, and conceptual challenges. Key issues include:
(1a) Designing effective protocols that balance check-in fre-
quency, data richness, and participant burden while ensuring
in-the-wild authenticity and ethical integrity; (1b) Building
robust, adaptable systems that can endure bugs, updates, and
shifting user needs over time, while also supporting customiza-
tion, transparency, and data logging or recording practices that
respect user privacy; (1c) Clarifying longitudinal contributions
to UIST by articulating what unique insights and claims this
method enables, and how it advances knowledge in ways short-
term studies cannot; (1d) Bridging academic and industry ap-
proaches, which differ in scale, timelines, and goals, to fos-
ter sustainable collaborations that enable shared tools, data,
and methodologies; and (1e) Embracing new frontiers with
human-AI studies, where both users and AI agents evolve over
time—raising questions about adaptation, personalization, and
how to treat AI-as-participant in long-term deployments. Af-
ter conference, the participants and organizers will compile a
workshop summary∗ and post it on the website.

(2) Offer participants hands-on experience in designing lon-
gitudinal protocols and prototyping longitudinal systems.
Organizers with longitudinal study experience help participants
overcome mental barriers, walk through simplified protocol and
prototype design, preparing them for future studies.

(3) Foster a community network of researchers interested
in longitudinal research, and promote longitudinal as
a more embraced method for designing, building, and
evaluating future UIST tools.

2 Workshop Schedule and Plan
Schedule. We structure our one-day workshop into four phases.
There is no participant selection process, in accordance with UIST’s
requirements. The finalized workshop schedule will be communi-
cated to the registered participants via email and the workshop
website: � longitudinal-workshop.github.io/

Phase 1 (9:00–11:00) — Welcome, Introduction, and Familiar-
izing participants with longitudinal practices

(9:00-9:30) Opening Presentation, 30 min Participants will be wel-
comed by the organizers with a presentation introducing key con-
cepts, practices, and examples of longitudinal HCI research.

(9:30-10:30) Participant Introductions, 60 min Each participantwill
give a short self-introduction, optionally referring to their submit-
ted materials or project interests. This segment builds a shared
understanding of participant backgrounds and goals.

(10:30-11:00) Keynote, 20 min + 10 min Q&AThe keynote speaker
(TBD) is a leading expert in industry-based longitudinal research
and will share recent developments in tools and products for long-
term user evaluation.
∗Similar to https://unstable.design/mutualbenefit/outcomes/
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Phase 2 (11:00–12:00, 13:15–14:00) — Navigating the chal-
lenges of longitudinal HCI/UIST studies

(11:00-12:00) Table Activity #1: Identifying Challenges, 60 min
Participants will be grouped into tables based on their interests
and invited to share their previous work or potential new UIST
interactive system ideas. Using a guided framework, theywill collab-
oratively identify key challenges in conducting longitudinal studies.
Work is done in pairs, followed by short table presentations.

(13:15-14:00) Industry Panel, 45 min Following an optional group
lunch for workshop attendees, a panel of product managers and user
research experts from companies or startups will discuss how their
work relates to longitudinal themes—like tracking user behavior
over time, iterative development, and product adoption. This panel
bridges industry and academic practices.

Phase 3 (14:00–16:00) — Gaining hands-on experience in de-
signing longitudinal protocols and systems

(14:00-15:00) Table Activity #2: Study Protocol Design, 60 min
Participants will work in pairs to design a new longitudinal study
protocol. This includes formulating research questions, selecting
appropriate methodologies and variables, determining study dura-
tion, outlining recruitment strategies, and planning for pilot test-
ing. Each table will be assigned a specific scenario constraint (e.g.,
multi-week feature engagement, short-term workflow appropria-
tion). Later, each table will present their protocols, share points of
uncertainty, and reflect on trade-offs or design tensions.

(15:00-16:00) Table Activity #3: System Prototyping, 60 min
Participants will prototype an AI tool of their choice—whether it is
a current project, a past one, or a system they are interested in—to
support their proposed studies, including sketches of five differ-
ent wireframes and the design of system logging structures (e.g.,
what data to collect, how, and when; how to support longitudinal
continuity). Each table will present their prototypes and questions.

Phase 4 (16:00–17:00) — Reflection, Summary, and Future
(16:00–16:40) Table Activity #4: Reflection, 40 min Participantswill

document their protocol designs and system prototyping insights
(Activities #2 and #3) related to the initially identified challenges
(Activity #1). This reflection helps trace the evolution of their ideas
and begin articulating potential contributions or open questions.
Organizers will also share and reflect on workshop outcomes and
initiate the development of a framework or toolkit repository to
foster collaboration, as outlined in the post-workshop plan.

(16:40–17:00) Closing, 20 min The session will conclude with a
short keynote given by Lydia Chilton, group photo, post-workshop
planning (e.g., Discord/mailing list setup), and acknowledgments.

Expected size of attendance. We anticipate 30 to 35 attendees to
participate in our UIST workshop. We believe this is a suitable size
for community building and active participation and discussion
related to our planned interactive activities.

Post-workshop plans. We will share results and grow the com-
munity by: (1) co-writing a blog post summarizing key insights and
future research directions, published on the workshop website; (2)
co-creating living GitHub artifacts, including an annotated, up-to-
date SIGCHI longitudinal papers collection, jumpstart guidelines
and protocol templates, and a potential comprehensive survey or

methods paper on longitudinal HCI/UIST tools; and (3) maintaining
engagement via a SIGCHI Discord subchannel and mailing list to
foster discussion, share ideas, and organize networking events.

Acknowledgments
We gratefully thank Katy Gero, David Ledo, and Julien Porquet for
their valuable feedback and assistance with this proposal.

References
[1] Gardênia da Silva Abbad and Mary Sandra Carlotto. 2016. Analyzing challenges

associated with the adoption of longitudinal studies in Work and Organizational
Psychology. Revista Psicologia Organizações e Trabalho 16, 4 (2016), 340–348.

[2] Thomas Berker, Maren Hartmann, and Yves Punie. 2005. Domestication of media
and technology. McGraw-Hill Education (UK).

[3] Jennie Carroll, Steve Howard, Frank Vetere, Jane Peck, and John Murphy. 2001.
Identity, Power And Fragmentation in Cyberspace: Technology Appropriation
by Young People. (01 2001).

[4] Nicholas Davis, Holger Winnemöller, Mira Dontcheva, and Ellen Yi-Luen Do.
2013. Toward a cognitive theory of creativity support. In Proceedings of the
9th ACM Conference on Creativity & Cognition (Sydney, Australia) (C&C ’13).
Association for Computing Machinery, New York, NY, USA, 13–22. doi:10.1145/
2466627.2466655

[5] Alan Dix. 2007. Designing for appropriation. In Proceedings of the 21st British HCI
Group Annual Conference on People and Computers: HCI...but Not as We Know It -
Volume 2 (University of Lancaster, United Kingdom) (BCS-HCI ’07). BCS Learning
& Development Ltd., Swindon, GBR, 27–30.

[6] Paul Dourish. 2003. The Appropriation of Interactive Technologies: Some Lessons
from Placeless Documents. Computer Supported Cooperative Work (CSCW) 12, 4
(2003), 465–490. doi:10.1023/A:1026149119426

[7] Qiuxin Du, Zhen Song, Haiyan Jiang, Xiaoying Wei, Dongdong Weng, and Ming-
ming Fan. 2024. LightSword: A Customized Virtual Reality Exergame for Long-
Term Cognitive Inhibition Training in Older Adults. In Proceedings of the 2024
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’24). Association for Computing Machinery, New York, NY, USA, Article
462, 17 pages. doi:10.1145/3613904.3642187

[8] Émilie Fabre, Katie Seaborn, Shuta Koiwai, Mizuki Watanabe, and Paul Riesch.
2025. More-than-Human Storytelling: Designing Longitudinal Narrative En-
gagements with Generative AI. In Proceedings of the Extended Abstracts of the
CHI Conference on Human Factors in Computing Systems (CHI EA ’25). Asso-
ciation for Computing Machinery, New York, NY, USA, Article 405, 10 pages.
doi:10.1145/3706599.3720135

[9] Katy Ilonka Gero, Tao Long, and Lydia B Chilton. 2023. Social Dynamics of AI
Support in Creative Writing. In Proceedings of the 2023 CHI Conference on Human
Factors in Computing Systems (Hamburg, Germany) (CHI ’23). Association for
Computing Machinery, New York, NY, USA, Article 245, 15 pages. doi:10.1145/
3544548.3580782

[10] Guhyun Han, Jaehun Jung, Young-Ho Kim, and Jinwook Seo. 2023. DataHalo: A
Customizable Notification Visualization System for Personalized and Longitu-
dinal Interactions. In Proceedings of the 2023 CHI Conference on Human Factors
in Computing Systems. ACM, Hamburg Germany, 1–21. doi:10.1145/3544548.
3580828

[11] Evangelos Karapanos, Jhilmil Jain, andMarc Hassenzahl. 2012. Theories, methods
and case studies of longitudinal HCI research. In CHI ’12 Extended Abstracts
on Human Factors in Computing Systems (Austin, Texas, USA) (CHI EA ’12).
Association for Computing Machinery, New York, NY, USA, 2727–2730. doi:10.
1145/2212776.2212706

[12] Maria Kjærup, Mikael B. Skov, Peter Axel Nielsen, Jesper Kjeldskov, Jens Gerken,
and Harald Reiterer. 2021. Longitudinal Studies in HCI Research: A Review of CHI
Publications From 1982–2019. Springer International Publishing, Cham, 11–39.
doi:10.1007/978-3-030-67322-2_2

[13] Michael Koch, Kai von Luck, Jan Schwarzer, and Susanne Draheim. 2018. The
novelty effect in large display deployments–Experiences and lessons-learned for
evaluating prototypes. In Proceedings of 16th European conference on computer-
supported cooperative work-exploratory papers. European Society for Socially
Embedded Technologies (EUSSET).

[14] Thomas Kosch, Robin Welsch, Lewis Chuang, and Albrecht Schmidt. 2023. The
Placebo Effect of Artificial Intelligence in Human–Computer Interaction. ACM
Trans. Comput.-Hum. Interact. 29, 6, Article 56 (jan 2023), 32 pages. doi:10.1145/
3529225

[15] Alina Krischkowsky, Manfred Tscheligi, Katja Neureiter, Michael Muller,
Anna Maria Polli, and Nervo Verdezoto. 2015. Experiences of Technology Appro-
priation: Unanticipated Users, Usage, Circumstances, and Design. (2015).

[16] Poey Chin Lai. 2017. The literature review of technology adoption models and
theories for the novelty technology. JISTEM-Journal of Information Systems and

https://doi.org/10.1145/2466627.2466655
https://doi.org/10.1145/2466627.2466655
https://doi.org/10.1023/A:1026149119426
https://doi.org/10.1145/3613904.3642187
https://doi.org/10.1145/3706599.3720135
https://doi.org/10.1145/3544548.3580782
https://doi.org/10.1145/3544548.3580782
https://doi.org/10.1145/3544548.3580828
https://doi.org/10.1145/3544548.3580828
https://doi.org/10.1145/2212776.2212706
https://doi.org/10.1145/2212776.2212706
https://doi.org/10.1007/978-3-030-67322-2_2
https://doi.org/10.1145/3529225
https://doi.org/10.1145/3529225


UIST Adjunct ’25, September 28–October 01, 2025, Busan, Republic of Korea Facilitating Longitudinal Interaction Studies of AI Systems

Technology Management 14 (2017), 21–38.
[17] Min Kyung Lee, Jodi Forlizzi, Sara Kiesler, Paul Rybski, John Antanitis, and Sarun

Savetsila. 2012. Personalization in HRI: a longitudinal field experiment. In Proceed-
ings of the Seventh Annual ACM/IEEE International Conference on Human-Robot
Interaction (Boston, Massachusetts, USA) (HRI ’12). Association for Computing
Machinery, New York, NY, USA, 319–326. doi:10.1145/2157689.2157804

[18] Grace Li, Yuanyang Teng, Juna Kawai-Yue, Unaisah Ahmed, Anatta S. Tanti-
wongse, Jessica Y. Liang, Dorothy Zhang, Kynnedy Simone Smith, Tao Long,
Mina Lee, and Lydia B. Chilton. 2025. Audience Impressions of Narrative Struc-
tures and Personal Language Style in Science Communication on Social Media.
doi:10.48550/arXiv.2502.05287 arXiv:2502.05287 [cs].

[19] Vivian Liu, Tao Long, Jenny Ma, Nathan Raw, Jiaxin Yang, Claudia Tang,
Lulu Yueyi Wang, Yumo Yang, and Lydia Chilton. 2025. Digital "Double Hatters":
Augmenting Audiovisual Creative Work with a Generative Text-to-Video Workflow.
https://hdl.handle.net/10125/109164

[20] Vivian Liu, Tao Long, Nathan Raw, and Lydia Chilton. 2023. Generative Disco:
Text-to-Video Generation for Music Visualization. arXiv:2304.08551 (Apr 2023).
doi:10.48550/arXiv.2304.08551 arXiv:2304.08551 [cs].

[21] Tao Long and Lydia B. Chilton. 2023. Challenges and Opportunities for the Design
of Smart Speakers. In AAAI Workshop on User-Centric Artificial Intelligence for
Assistance in At-Home Tasks. Washington, DC. doi:10.48550/arXiv.2306.05741
arXiv:2306.05741 [cs].

[22] Tao Long, Katy Ilonka Gero, and Lydia B Chilton. 2024. Not Just Novelty: A Lon-
gitudinal Study on Utility and Customization of an AI Workflow. In Proceedings of
the 2024 ACM Designing Interactive Systems Conference (Copenhagen, Denmark)
(DIS ’24). Association for Computing Machinery, New York, NY, USA, 782–803.
doi:10.1145/3643834.3661587

[23] Tao Long, Kendra Wannamaker, Jo Vermeulen, George Fitzmaurice, and Justin
Matejka. 2025. FeedQUAC: Quick Unobtrusive AI-Generated Commentary. doi:10.
48550/arXiv.2504.16416 arXiv:2504.16416 [cs].

[24] Tao Long, Dorothy Zhang, Grace Li, Batool Taraif, Samia Menon, Kynnedy Si-
mone Smith, Sitong Wang, Katy Ilonka Gero, and Lydia B. Chilton. 2023. Tweeto-
rial Hooks: Generative AI Tools to Motivate Science on Social Media. In Proceed-
ings of the 14th Conference on Computational Creativity (ICCC ’23). Association
for Computational Creativity, Ontario, Canada, 44–53.

[25] Larry H Ludlow, Joseph Pedulla, Sarah Enterline, Emilie Mitescu Reagan, Mac
Cannady, and Stephanie Chappe. 2011. Design and implementation issues in
longitudinal research. Education policy analysis archives 19 (2011), 11–11.

[26] Thomas P Moran. 2002. Everyday adaptive design. In Proceedings of the 4th
conference on Designing interactive systems: processes, practices, methods, and
techniques (2002-06-25). ACM. doi:10.1145/778712.778715

[27] Michael Muller, Katja Neureiter, Nervo Verdezoto, Alina Krischkowsky,
Anna Maria Al Zubaidi-Polli, and Manfred Tscheligi. 2016. Collaborative Appro-
priation: How Couples, Teams, Groups and Communities Adapt and Adopt
Technologies. In Proceedings of the 19th ACM Conference on Computer Sup-
ported Cooperative Work and Social Computing Companion (CSCW ’16 Com-
panion). Association for Computing Machinery, New York, NY, USA, 473–480.
doi:10.1145/2818052.2855508

[28] Michael Muller, Katja Neureiter, Nervo Verdezoto, Alina Krischkowsky,
Anna Maria Al Zubaidi-Polli, and Manfred Tscheligi. 2016. Collaborative Ap-
propriation: How Couples, Teams, Groups and Communities Adapt and Adopt
Technologies. In Proceedings of the 19th ACM Conference on Computer Supported
Cooperative Work and Social Computing Companion (San Francisco, California,
USA) (CSCW ’16 Companion). Association for Computing Machinery, New York,
NY, USA, 473–480. doi:10.1145/2818052.2855508

[29] Molly Jane Nicholas, Nicolai Marquardt, Michel Pahud, Nathalie Riche, Hugo
Romat, Christopher Collins, David Ledo, Rohan Kadekodi, Badrish Chandramouli,
and Ken Hinckley. 2023. Escapement: A Tool for Interactive Prototyping with
Video via Sensor-Mediated Abstraction of Time. In Proceedings of the 2023 CHI
Conference on Human Factors in Computing Systems (Hamburg, Germany) (CHI
’23). Association for Computing Machinery, New York, NY, USA, Article 799,
14 pages. doi:10.1145/3544548.3581115

[30] Jakob Nielsen. 1992. Finding usability problems through heuristic evaluation. In
Proceedings of the SIGCHI conference on Human factors in computing systems.

[31] Peter Axel Nielsen. 2021. Longitudinal Studies in Information Systems. In
Advances in Longitudinal HCI Research, Evangelos Karapanos, Jens Gerken, Jesper
Kjeldskov, and Mikael B. Skov (Eds.). Springer International Publishing, 41–56.
doi:10.1007/978-3-030-67322-2_3

[32] Savvas Petridis, Michael Terry, and Carrie J Cai. 2024. PromptInfuser: How
Tightly Coupling AI and UI Design Impacts Designers’ Workflows. In Proceedings
of the 2024 ACMDesigning Interactive Systems Conference (Copenhagen, Denmark)
(DIS ’24). Association for Computing Machinery, New York, NY, USA, 743–756.
doi:10.1145/3643834.3661613

[33] Huilian Sophie Qiu, Anna Lieb, Jennifer Chou, Megan Carneal, Jasmine Mok,
Emily Amspoker, Bogdan Vasilescu, and Laura Dabbish. 2023. Climate Coach: A
Dashboard for Open-Source Maintainers to Overview Community Dynamics. In
Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems.
ACM, Hamburg Germany. doi:10.1145/3544548.3581317

[34] Steven I. Ross, FernandoMartinez, Stephanie Houde, Michael Muller, and Justin D.
Weisz. 2023. The Programmer’s Assistant: Conversational Interaction with a
Large Language Model for Software Development. In Proceedings of the 28th
International Conference on Intelligent User Interfaces (Sydney, NSW, Australia)
(IUI ’23). Association for Computing Machinery, New York, NY, USA, 491–514.
doi:10.1145/3581641.3584037

[35] Isa Rutten, Lawrence Van den Bogaert, and David Geerts. 2021. From Initial
Encounter With Mid-Air Haptic Feedback to Repeated Use: The Role of the
Novelty Effect in User Experience. IEEE Transactions on Haptics 14, 3 (2021),
591–602. doi:10.1109/TOH.2020.3043658

[36] Isa Rutten and David Geerts. 2020. Better Because It’s New: The Impact of
Perceived Novelty on the Added Value of Mid-Air Haptic Feedback. In Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems (Honolulu,
HI, USA) (CHI ’20). Association for Computing Machinery, New York, NY, USA,
1–13. doi:10.1145/3313831.3376668

[37] Soheil Sadeghi, Somit Gupta, Stefan Gramatovici, Jiannan Lu, Hao Ai, and Ruhan
Zhang. 2022. Novelty and Primacy: A Long-Term Estimator for Online Experi-
ments. Technometrics 64, 4 (2022), 524–534. doi:10.1080/00401706.2022.2124309
arXiv:https://doi.org/10.1080/00401706.2022.2124309

[38] Riya Sahni and Lydia B. Chilton. 2025. Beyond Training: Social Dynamics of AI
Adoption in Industry. doi:10.48550/arXiv.2502.13281 arXiv:2502.13281 [cs].

[39] Suhaila Sanip. 2020. Research Methodological Challenges and Recommenda-
tions for Conducting a Comparative Qualitative Longitudinal Study Across
Two Countries on Different Continents. International Journal of Qualita-
tive Methods 19 (2020), 1609406920917493. doi:10.1177/1609406920917493
arXiv:https://doi.org/10.1177/1609406920917493

[40] Anup Sathya and Ken Nakagaki. 2024. Attention Receipts: Utilizing the Materi-
ality of Receipts to Improve Screen-time Reflection on YouTube. In Proceedings
of the 2024 CHI Conference on Human Factors in Computing Systems (Honolulu,
HI, USA) (CHI ’24). Association for Computing Machinery, New York, NY, USA,
Article 244, 16 pages. doi:10.1145/3613904.3642505

[41] Grace Shin, Yuanyuan Feng, Mohammad Hossein Jarrahi, and Nicci Gafinowitz.
2018. Beyond novelty effect: a mixed-methods exploration into the motiva-
tion for long-term activity tracker use. JAMIA Open 2, 1 (2018), 62–72. doi:10.
1093/jamiaopen/ooy048 _eprint: https://academic.oup.com/jamiaopen/article-
pdf/2/1/62/32298485/ooy048.pdf.

[42] Michael Soprano, Kevin Roitero, Ujwal Gadiraju, Eddy Maddalena, and Gianluca
Demartini. 2024. Longitudinal Loyalty: Understanding The Barriers To Running
Longitudinal Studies On Crowdsourcing Platforms. ACM Transactions on Social
Computing 7, 1-4 (2024), 1–49.

[43] Rachel Thomson and Janet Holland. 2003. Hindsight, foresight and insight: The
challenges of longitudinal qualitative research. International Journal of Social
Research Methodology 6, 3 (2003), 233–244.

[44] Manfred Tscheligi, Alina Krischkowsky, Katja Neureiter, Kori Inkpen, Michael
Muller, and Gunnar Stevens. 2014. Potentials of the "Unexpected": Technology
Appropriation Practices and Communication Needs. In Proceedings of the 2014
ACM International Conference on Supporting Group Work (Sanibel Island, Florida,
USA) (GROUP ’14). ACM, New York, NY, USA, 313–316. doi:10.1145/2660398.
2660427

[45] Tiffany Tseng and Mitchel Resnick. 2014. Product versus process: representing
and appropriating DIY projects online. In Proceedings of the 2014 Conference on
Designing Interactive Systems (Vancouver, BC, Canada) (DIS ’14). Association
for Computing Machinery, New York, NY, USA, 425–428. doi:10.1145/2598510.
2598540

[46] Alexandra Voit, Jasmin Niess, Caroline Eckerth, Maike Ernst, Henrike Weingärt-
ner, and Paweł W. Woźniak. 2020. ‘It’s not a romantic relationship’: Stories
of Adoption and Abandonment of Smart Speakers at Home. In Proceedings of
the 19th International Conference on Mobile and Ubiquitous Multimedia (Essen,
Germany) (MUM ’20). Association for Computing Machinery, New York, NY,
USA, 71–82. doi:10.1145/3428361.3428469

[47] Sitong Wang, Jocelyn McKinnon-Crowley, Tao Long, Kian Loong Lua, Keren
Henderson, Kevin Crowston, Jeffrey V Nickerson, Mark Hansen, and Lydia B
Chilton. 2025. The Role of Human Creativity in the Presence of AI Creativity
Tools at Work: A Case Study on AI-Driven Content Transformation in Journalism.
arXiv preprint arXiv:2502.05347 (2025).

[48] Sitong Wang, Samia Menon, Tao Long, Keren Henderson, Dingzeyu Li, Kevin
Crowston, Mark Hansen, Jeffrey V. Nickerson, and Lydia B. Chilton. 2024. Reel-
Framer: Human-AI Co-Creation for News-to-Video Translation. In Proceedings of
the 2024 CHI Conference on Human Factors in Computing Systems. 1–20.

[49] Sitong Wang, Xuanming Zhang, Jenny Ma, Alyssa Hwang, Zhou Yu, and Lydia B.
Chilton. 2025. JumpStarter: Getting Started on Personal Goals with Adaptive
Personal Context Curation. doi:10.48550/arXiv.2410.03882

[50] Qian Yang, Aaron Steinfeld, Carolyn Rosé, and John Zimmerman. 2020. Re-
examiningWhether,Why, andHowHuman-AI Interaction Is Uniquely Difficult to
Design. In Proceedings of the 2020 CHI Conference on Human Factors in Computing
Systems (Honolulu, HI, USA) (CHI ’20). Association for Computing Machinery,
New York, NY, USA, 1–13. doi:10.1145/3313831.3376301

https://doi.org/10.1145/2157689.2157804
https://doi.org/10.48550/arXiv.2502.05287
https://hdl.handle.net/10125/109164
https://doi.org/10.48550/arXiv.2304.08551
https://doi.org/10.48550/arXiv.2306.05741
https://doi.org/10.1145/3643834.3661587
https://doi.org/10.48550/arXiv.2504.16416
https://doi.org/10.48550/arXiv.2504.16416
https://doi.org/10.1145/778712.778715
https://doi.org/10.1145/2818052.2855508
https://doi.org/10.1145/2818052.2855508
https://doi.org/10.1145/3544548.3581115
https://doi.org/10.1007/978-3-030-67322-2_3
https://doi.org/10.1145/3643834.3661613
https://doi.org/10.1145/3544548.3581317
https://doi.org/10.1145/3581641.3584037
https://doi.org/10.1109/TOH.2020.3043658
https://doi.org/10.1145/3313831.3376668
https://doi.org/10.1080/00401706.2022.2124309
https://arxiv.org/abs/https://doi.org/10.1080/00401706.2022.2124309
https://doi.org/10.48550/arXiv.2502.13281
https://doi.org/10.1177/1609406920917493
https://arxiv.org/abs/https://doi.org/10.1177/1609406920917493
https://doi.org/10.1145/3613904.3642505
https://doi.org/10.1093/jamiaopen/ooy048
https://doi.org/10.1093/jamiaopen/ooy048
https://doi.org/10.1145/2660398.2660427
https://doi.org/10.1145/2660398.2660427
https://doi.org/10.1145/2598510.2598540
https://doi.org/10.1145/2598510.2598540
https://doi.org/10.1145/3428361.3428469
https://doi.org/10.48550/arXiv.2410.03882
https://doi.org/10.1145/3313831.3376301


Facilitating Longitudinal Interaction Studies of AI Systems UIST Adjunct ’25, September 28–October 01, 2025, Busan, Republic of Korea

A Organizers
Tao Long (Columbia University) is a PhD student whose research focuses
on understanding and developing human–AI experiences, with the goal of
making AI-powered tools more usable, useful, and seamlessly integrated
into everyday workflows. He has led multiple long-term deployment studies
of multimodal AI tools in creative and productivity contexts, to better how
how users initiate, internalize, adapt to, and integrate AI into their work.

Sitong Wang (Columbia University) is a PhD student at Columbia Uni-
versity. Her current work focuses on developing AI-powered systems to
enhance human creativity and productivity. She is also interested in study-
ing how to integrate these tools into existing workflows and examining
their long-term impact on everyday life and the workplace.

Émilie Fabre (University of Tokyo) is a PhD candidate at the University
of Tokyo. Advised by Jun Rekimoto and Yuta Itoh, her main work focuses on
enabling virtual entities in XR to better interact and communicate with our
reality. Her strong technical background led her to bridge XR, robotics, and
AI with the goal of creating corporeal virtual agents for general-purpose
applications. With an emphasis on HCI and HRI, she strives to make inter-
actions with virtual agents feel intuitive, expressive, and grounded in the
physical world.

Tony Wang (Cornell University) is a PhD student at Cornell Univer-
sity. His research explores novel approaches to designing and building AI
systems that support multistakeholder communication and collaboration
in domains such as mental health, online communities, and computer-
supported cooperative work. Most recently, his interests have been focused
on designing, developing, and deploying novel longitudinal reinforcement
learning systems in the mental health domain.

Anup Sathya (University of Chicago) is a PhD student at the University
of Chicago, advised by Ken Nakagaki. His research explores how tangible
and situated design can encourage more intentional technology use and
support wellbeing. He focuses on creating household objects and systems
that introduce purposeful friction to reduce technology overuse. His work
has received multiple design awards and has been featured in major media
outlets including CBC Radio and 404 Media.

JasonWu (Apple) is a Research Scientist at Apple in theHuman-Centered
Machine Intelligence group. Previously, he received a PhD in HCI from
Carnegie Mellon. In his research, Jason builds data-driven and computa-
tional systems that understand, manipulate, and synthesize user interfaces
to maximize the usability and accessibility of computers. Jason’s work has
received awards at academic conferences and has been by a Fast Company
Innovation by Design Student Finalist Award, press coverage in major out-
lets such as TechCrunch and AppleInsider, and by the FCC Chair Awards
for Advancements in Accessibility.

Savvas Petridis (Google DeepMind) is a Research Scientist at Google
DeepMind, in the People + AI Research (PAIR) team. He researches Human-
AI Interaction, with a focus on human controllability and understanding of
large generative models. Recently, his work has focused on helping users
formulate and communicate their requirements to these large models and
is curious how this process might change over longer periods of usage.

Dingzeyu Li (Adobe) is a Senior Research Scientist at Adobe Research.
He is interested in building novel creative tools, using the latest advances
from vision, graphics, machine learning, and HCI. His past research and
engineering has been recognized by two ACM UIST Best Paper Awards
(2022, 2017), an Emmy Award for Technology and Engineering (2020), two
Adobe MAX Sneaks Demos (2019, 2020), an Adobe Research Fellowship
(2017), a NVIDIA PhD Fellowship Finalist (2017), a Shapeways Educational
Grant (2016), and an HKUST academic achievement medal (2013).

Tuhin Chakrabarty (Salesforce) is a Research Scientist at Salesforce AI
Research and an Assistant Professor at Stony Brook University. His research
interests are broadly in NLP , Interactivity and Human AI Alignment. He

focuses on the design and development of reliable AI systems that can
handle implicature, ambiguity, understand human behavior and are aligned
with the requirements they have from technology. Tuhin’s work on AI
and Creativity has been covered by MIT Technology Review, BloomBerg,
Washington Post and The Hollywood Reporter.

Yue Jiang (University of Utah and Aalto University) is an assistant
professor at the University of Utah. She graduated fromAalto University and
the Finnish Center for AI in Finland. Her research focuses on computational
user interface understanding, with specific interests in generating adaptive
UIs for different users and contexts, AI-assisted design, andmodeling human
behavior.

Jingyi Li (Pomona College) is an Assistant Professor of Computer Sci-
ence at Pomona College, where they direct the Doodle Lab. Their research
aims to understand, critique, and construct new computational media au-
thoring tools that are sensitive to the power dynamics inherent in cultural
forms of creativity.

Tiffany Tseng (Barnard College) is an Assistant Professor of Computer
Science at Barnard College and the director of the Design Tools Lab. Her
research contributes to design software that enables creative expression and
knowledge sharing practices. Before joining Barnard, she was a research
scientist at Apple and Project Assistant Professor at the University of Tokyo.
She has developed design tools across creative domains including animation,
machine learning, electronics prototyping, and 3D design, both through her
research and professional work as a product designer at companies such
as Autodesk and IDEO. Her work aims to empower a range of users, from
young people to professional designers, to realize their creative potential
using new technologies.

Ken Nakagaki (University of Chicago) is an Assistant Professor at the
University of Chicago, directing the Actuated Experience Lab - AxLab. He
and his research group explore research in interactive hardware technol-
ogy, engineering, designing, and speculating actuated user interfaces that
’actuate’ people for tangible and embodied interaction.

Qian Yang (Cornell University) is an assistant professor in information
science. As a human-AI interaction researcher, she helps translate AI’s
algorithmic advances into valuable real-world applications that serve human
ends. Yang has so far designed several high-consequence AI applications:
from decision support systems for life-and-death healthcare decisions (i.e.
artificial heart implants and cancer diagnoses) to context-aware mobile
services, from Natural Language Generation systems to autonomous cars.
Building upon this related vein of practice, she works to inform a basic
understanding of AI as a material for HCI design, helping integrate AI into
people’s day-to-day practices.

Nikolas Martelaro (Carnegie Mellon University) is an Assistant Profes-
sor at Carnegie Mellon University. His research focuses on seeks to augment
designers’ capabilities so that we can best leverage human capacity and
computation to solve society’s toughest problems. His work spans design
domains, blending hardware, software, and interaction design.

Jeffrey V. Nickerson (Stevens Institute of Technology) is the Steven
Shulman ’62 Chair for Business Leadership and Professor of Digital Inno-
vation at Stevens Institute of Technology. His research focuses on how
humans and machines work together in creative endeavors such as design.
He is currently an investigator in a National Science Foundation funded
project called the Future of News Work, which is looking at the effects of
generative AI on journalism and related fields.

Lydia B. Chilton (Columbia University) is an Associate Professor in
the Computer Science Department at Columbia University. Her research is
in computational design - how computation and AI can help people with
design, innovation, and creative problem-solving. Applications include:
creating media for journalism, developing technology for public libraries,
improving risk communication during hurricanes, helping scientists explain
their work, and improving mental health in marginalized communities.
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